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Abstract 
Today information handling is become an 

Brain tumor is the growth of abnormal cells 

in brain some of which may leads to cancer. 

The usual method to detect brain tumor is 

Magnetic Resonance Imaging(MRI) scans. 

From the MRI images information about 

the abnormal tissue growth in the brain is 

identified. In various research papers, the 

detection of brain tumor is done by 

applying Machine Learning and Deep 

Learning algorithms. When these 

algorithms are applied on the MRI images 

the prediction of brain tumor is done very 

fast and a higher accuracy helps in 

providing the treatment to the patients. 

These prediction also helps the radiologist 

in making quick decisions. In the proposed 

work, a self defined Artificial Neural 

Network (ANN) and Convolution Neural 

Network (CNN) is applied in detecting the 

presence of brain tumor and their 

performance is analyzed. we present a 

machine learning approach to detect 

whether an MRI image of a brain contains 

a tumor or not. The results show that such 

an approach is very promising. 

 

INTRODUCTION 

Cancer is a collective term for a large 

group of diseases that can spread to any 

body part. One important characteristic 

which makes cancer deadly is the rapid 

creation of abnormal cells. According to -

WHO Website Cancer is the second 

leading cause of death globally, and is 

responsible for an estimated 9.6 million 

deaths every year. 1 in every 6 deaths in 

the world is caused due to cancer as per 

the WHO data. As with any type of 

cancer, the earlier it is detected, the 

greater is the chance for survival.For 

cancer diagnosisthe healthcare 

professional has to depend on his viewing 

and testing various symptoms which can 

be time consuming. So there arises a need 

to develop a software which will help a 

medical professional and patient to 

analyze the symptoms using image 

processing, machine learning techniques 

which will help in finding the cancer 

stages easily. 

LITERATURE SURVEY 

This topic describes the fundamentals of 

Image processing techniques that can be used 

to design a accurate Cancer detection and 

prediction system It helps in understanding 
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various ideas put forward by various 

technical papers published by various 

polishers. 

 

A. Sivaramakrishnan et al. (2013) [1] 

projected an efficient and innovative 

discovery ofthe brain tumor vicinity from 

an image that turned into finished using 

the Fuzzy C- approach grouping 

algorithm and histogram equalization. 

The disintegration of images is achieved 

by the usage of principal factor evaluation 

is done to reduce the extent of the wavelet 

coefficient. The outcomes of the 

anticipated FCM clustering algorithm 

accurately withdrawn tumor area from the 

MR images. 

B. . M. Sufyan et al. [2] has presented a 

detection using enhanced edge technique 

for brain-tumor segmentation that mainly 

relied on Sobel feature detection. Their 

presented work associates the binary 

thresholding operation with the Sobel 

approach and excavates diverse extents 

using a secure contour process. After the 

completion of that process, cancer cells 

are extracted from the obtained picture 

using intensity value 

C. Sathyaet al. (2011) [3], provided a 

different clustering algorithm such as K- 

means, Improvised K-means, C-means, 

and improvised C-means algorithms. 

Their paper presented an experimental 

analysis for massive datasets consisting of 

unique photographs. They analyzed the 

discovered consequences using numerous 

parametric tests. 

D.  

PROPOSED SYSTEM 

 
A. GOAL AND OBJECTIVES 

To improve result obtained using the 
proposed brain tumor detection 

technique based on classifier is 

compared with the ANFIS, Back 

Propagation, and -NN classifier on the 

basis of performance measure such as 

sensitivity, specificity, and accuracy. 

The detailed analysis of performance 

measures is shown in Figure 7 and, 

through the performance measure, it is 

depicted that the performance of the 

proposed methodology has 

significantly improved the tumor 

identification compared with the 

ANFIS, Back Propagation, and -NN 

based classification techniques 

 
 

B. STATEMENT OF SCOPE 

C.  

 The primary task of preprocessing is to 

improve the quality of the MR images 

and make it in a form suited for further 

processing by human or machine vision 

system. In addition, preprocessing 

helps to improve certain parameters of 

MR images such as improving the 

signal-to-noise ratio, enhancing the 

visual appearance of MR image, 

removing the irrelevant noise and 

undesired parts in the background, 

smoothing the inner part of the region, 

and preserving its edges. To improve 

the signal-to-noise ratio, and thus the 

clarity of the raw MR images  
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MATHEMATICAL MODELING 

 

Mathematical model 
S = {I, O, F, DD, NDD, Success, Failure} 
Where, 
I = {image} 
O= {Cancer Detection} 
F= {browseImage(), upload(), conversion(), 
featureExtraction(), featureMatching(), 
generateResult()} 
DD = {null} 
NDD = {image, result} 
Success = Cancer detected successfully 
Failure = Low light intensity may affect 
accuracy 

 

FUTURE SCOPE 

This project presents serveral sections on 

state of art techniques, analysis and 

comparisons on benchmark datasets for the 

brain tumor, breast cancer, lung cancer, skin 

cancer detection respectively of measure, 

senstivity, specificity, accuracy, precision 

point of view it is feasible to Implmented. 

Different types of cancer detection and 

classification using machine assistance have 

opened up a new research aera for early 

detection of cancer, which has shown the 

ability to reduce manual system impairments. 

 
 

MOTIVATION OF PROJECTS 

1. Machine Learning is a branch of AI that 

uses numerous techniques to complete 

tasks, improving itself after every 

iteration. 

2. Pathologists are accurate at diagnosing 

cancer but have an accuracy rate of only 

60% when predicting the developmentof  

3. Machine Learning is the next step 

forward for us to overcome this hurdle 

and create a high accuracy pathology 

system. 

4. A smart cancer detection and prediction 

system using a combination of image 

processing, features extraction, dataset 

generation and machine learning. 
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DATA MODEL AND DESCRIPTION 

Data Description 

 
Data objects that will be 

managed/manipulated by the software are 

described in this section. The database 

entities or les or data structures required to 

be described. Data objects are Java. 

 
Data objects and Relationships 

 
A relationship creates a two-way connection 

between two database objects. In general, 

relationships are named and each direction- 

specific connection is described using a short 

word or phrase. For example, in a reference 

relationship, one object references an object 

while the other object is referenced by the 

object. 
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BLOCK DIAGRAM 

 

 

 

CONCLUSION 

 
 It can be easily concluded that the proposed 

system of skin cancer detection can be 

implemented using gray level co- occurrence 

matrix. Accuracy of proposed system is 95%. It is 

painless and timeless process than   biopsy 

method. It is more advantageous to patients. 

Accordingly, this paper has presented a 

systematic  review of current techniques in 

diagnosis and cure of several cancers affecting 

human body badly. The focus of this article is 

to review, analyze, categorize methodologies of 

different types of cancer and uncover existing 

limitations, Additionally, this study has 

presented four significant stages of automated 

cancer diagnosis such as image pre-processing, 

tumor segmentation, feature extraction, and 

classification using benchmark datasets. The 

primary intention of this research is to present an 

intelligent background to new researchers who 

wish to begin their research activity in this field. 
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